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1. The Challenge 2. 0ur Solution
« Simulations are the best approximation to experimental laboratories in Cosmology. However, the size and complexity of their outputs We are developing a software tool that
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Simulations present very different data challenges compared to observations. They now follow the evolution of a universe in a box reduces the dimensionality of the data by projecting it onto a simple 2D latent space

including ~10* particles and ~10* galaxies in a 20+dimensional feature space =1 P8 of data
provides an intuitive interpretation of the low-dimensional space by projecting both the dataset and the representation onto a hierarchical

Today’s largest projects (e.g. EAGLE, TNG, Magneticum, MilleniumTNG, FLAMINGO) are already difficult to explore and analyze, and this will sphere for easy interactive inspection, sample selection, and downstream quantitative analysis
become an even greater challenge for Exascale simulations

We need to leverage unsupervised Deep Learning to efficiently extract information and generate knowledge from these huge datasets

Explore the visualization of the
IlustrisTNG galaxies
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* Exploration and analysis of large, high-dimensional datasets from any cosmological simulation
In preparation for Exascale era *

space.h-its.org

* Similarity space based on the intrinsic distribution of the data ‘ | | ,i;;:::.-.-.-_-;:';:-"" 

 Browser demo available at space.h-its.org

Generative Deep Learning Model
(e.g. Convolutional Autoencoder)

Automatically process outputs to select object type
(e.g. galaxies) and fields of interest (e.g. 2D or 3D maps)

catalog creation

projection of data
onto sphere
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inspection of detailed A Y ®9 > 4 d data selection and retrieval
properties of individual objects , based on structural similarity
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3. Implementation 4. What can I use it for?

* We use a Generative Deep Learning model (a Hyperspherical Variational Convolutional Autoencoder: Davidson et al. 2018) to learn a compact Some examples

20 representation of the simulated structures * Learn and visualize a structural similarity space of simulated structures in an arbitrary number of features for any matter component (e.g.
stars, gas and dark matter)
Easily explore relationships between different properties of the structures (e.g. galaxtes, large-scale environment) by projecting additional
features onto the representation space

The data and the model latent space are mapped onto a hierarchical spherical HiPS* tiling for visualization

The projection can be explored interactively to visually examine the structures at each level of the hierarchy, and to select samples of objects

that are output directly to TopCat’ tables for local analysis
Compare directly the distributions of simulations and next-generation survey data in the same representation space
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Do you have simulations with large complex outputs? Contact us at sebas
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